
Improving Biomedical Text Categorisation with NLP

Michael Matthews
Informatics Department, University of Edinburgh, Buccleuch Place,Edinburgh, UK

Email: m.matthews@ed.ac.uk;

Abstract

Background: Text categorisation has been used in bioinformatics to help identify documents containing

protein-protein interactions. Standard text categorisation methods have used the bag-of-words approach with

little input from NLP. While this has proved effective in the past, there is some evidence that the techniques are

not adequate in some biological domains. Here we examine how chunking, named-entity recognition and

relationship extraction can be combined with traditional text categorisation techniques to improve the

classification of documents containing protein-protein interactions.

Conclusions: A system that combines the output of an NLP system with the standard techniques of text

categorisation can produce results that exceed the performance of either system on its own. The F1 of a system

that combined features of an NLP system with standard text categorisation features was 68.1 compared with 62.0

using text categorisation alone and 61.9 using relationship extraction alone.

1 Background
1.1 Introduction

Automatic text categorisation has been used in the biomedical domain to help find documents that contain

protein-protein interactions. Typically, text categorisation largely ignores the structure and semantics of a

document and rather treats a document as a bag-of-words. There is some evidence, however, that standard

techniques are not always sufficient. Therefore it is worth considering how NLP can possibly improve

performance. In particular, we examine how chunking, named-entity recognition (NER), and relationship

extraction (RE) can be used to improve text categorisation.

1.2 Previous Work

In text categorisation, a document is typically represented as a vector of the words in the document with

associated weights. The words are frequently stemmed using the porter stemmer and words in a stop word
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list are often removed. The weight is usually some function of the number of times the word occurs in the

document [1]. A subset of all of the features is often selected using some metric, most commonly information

gain [2]. Finally, given a training corpus of documents which have each been marked with their true class, a

model can be created which predicts the most likely class of a document given the document representation.

There are many different classification techniques, some of the most common being naive Bayes [3],

SVMs [4] and KNN [1]. Many of these techniques have been successfully applied in the bioinformatics

domain. [5] use a Bayesian approach while both [6] and [7] use SVMs to classify documents containing

protein-protein interactions. However, in the KDD Challenge 2002 [8], Regev et al [9] found evidence that in

at least that specific classification task, the identification of papers suitable for FlyBase gene-expression

database curation, information extraction techniques were more suitable than classic text categorisation

techniques. Information extraction is a subset of NLP which covers a broad range of techniques for

processing human language with computers with the general goal of extracting information from text with

minimal human interaction. NLP has been used extensively in bioinformatics [10], particularly in NER to

identify proteins and other biological entities [11] and in RE to extract protein-protein interactions [12,13].

2 Data and Methods

The experiments were run on a set of 2025 PubMed abstracts that were all analysed to determine if they

contained protein-protein interactions as part of the Text Mining programme (TXM). Abstracts containing

protein-protein interactions were considered curatable while documents not containing protein-protein

interactions were considered not-curatable. In all, 467 documents were found to be curatable and 1558

not-curatable. The collection was split 64% for training, 16% for heldout testing and 20% for testing with

each set having the same proportion of curatable and not-curatable documents. Each document was

processed with an NLP pipeline consisting of a tokeniser and chunker based on the LTG toolkit [14], a

part-of-speech tagger based on the Curran and Clark tagger (C&C) [15] trained on the MedPost data [16], a

NER tagger also based on the C&C tagger trained on documents with proteins annotated, and a maximum

entropy RE model [17] trained on documents with protein-protein interactions annotated. Results are given

for naive Bayes 1 using all features occurring at least 3 times and selecting the top 1500 features based on

information gain. Numbers were all converted to the # symbol, punctuation was removed and Greek

symbols were converted to their English equivalents. The term frequency is used as the weight for each

feature. The prior probability used for the naive Bayes classifier was modified to optimise the F1 score.
1Experiments were also run with SVMs and Maximum Entropy Models, but naive Bayes performed the best. The reasons for

this are being studied and may be the subject of a future paper.
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Results are given for 10 fold cross validation using the training and heldout sets, for the heldout set when

training on the training set and for the test set when training on the train and heldout sets. The test set

was not used until the final evaluation.

3 Results and Discussion

The following experiments were run with results reported in Table 1.

Chunks We compare the results of using bigrams as features with those of using the chunks provided by

the chunker as features under the hypothesis that the chunks will provide more meaningful groupings

of words and thus higher performance.

NER We compare the performance of using the proteins identified using NER as features with the results

of using words matching a list of 500,000 proteins names derived from RefSeq as features under the

hypothesis that NER will provide a more reliable indication of proteins than a word list.

RE The RE module predicts protein-protein interactions and assigns a probability indicating the confidence

of the interaction. This output can be used on its own to classify documents as containing

protein-protein interactions or can be used as an additional feature for the text classification system.

We compare the results of using standard text categorisation on its own, RE on its own, and results of

combining both sets of features. For the combined results, we also experiment with weighting the

features by their F1 calculated as described in [2].

Features Cross-Validation Held Out Test
Prec Rec F1 Prec Rec F1 Prec Rec F1

Chunk 54.4 64.0 58.6 57.0 60.8 58.8 55.0 71.0 62.0
Bigram 53.6 62.2 57.4 55.8 58.1 57.0 55.8 67.7 61.2
NER 54.0 69.4 60.5 54.1 71.6 61.6 57.7 76.3 65.7
Protein List 53.4 65.1 58.4 54.8 62.2 58.2 53.5 73.1 61.8
Text Categorisation Alone 54.4 64.0 58.6 57.0 60.8 58.8 55.0 71.0 62.0
RE Alone 54.8 71.9 62.1 59.0 66.2 62.4 55.6 69.9 61.9
RE Combined Simple 56.4 73.4 63.6 54.0 63.5 58.4 57.5 74.2 64.8
RE Combined F1 Weighting 59.6 79.7 68.0 62.1 79.7 69.8 59.1 80.6 68.2

Table 1: Experimental Results

4 Conclusions

The chunker appears to provide a slight advantage over simple bigrams and NER provides an improvement

over using a gazetteer. Not surprisingly, RE provides the greatest improvement. Adding features derived

3



from the output of the RE module to a text classification system and weighting the features in proportion to

their individual F1 scores resulted in an improvement of 10% over using either RE or text categorisation

alone. Thus a system that combines the output of an NLP system with standard techniques of text

categorisation can produce results that exceed the performance of either system on its own.
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